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Spoken language usually precedes language represented in writing. Children know how to 
speak and listen years before they learn to read and write. The history of language is 
estimated to be in the order of magnitude of hundreds of thousands of years, the history of 
writing in thousands of years. There are many language communities without writing, but 
only in the case of dead languages such as Latin the number of readers may outnumber the 
number of speakers. 
 
The fact that writing originates as a representation of spoken language does not imply that 
the only difference between written and spoken language is the modality (Bolinger and Sears 
1981). For example, intonation in spoken language is replaced by punctuation in written 
language, but only to a certain extent, as there is no direct mapping between the two. Miller 
and Weinert (1998) even go so far as to claim that spoken and written languages are 
(partially) different systems in almost every aspect, that is to say, of morphology, syntax, 
vocabulary, and the organization of texts. 
 
For various reasons, such as time pressure and habituation (Wray, 2002), spontaneous spoken 
language heavily deploys readymade linguistic building blocks (that are also referred to with 
other names, such as formulae (Wray 2002), extended lexical units (Stubbs 2002), idioms 
(van der Linden 1992), phrasal lexical items (Kuiper 2004) etc.), usually at a larger scale than 
consciously, scrupulously composed written language does. Kuiper (1996) observes that in 
certain high pressure situations, most of a speaker’s utterances consist of stored (or, to use 
another metaphor, pre-compiled) linguistic material, with very little syntactic computation 
going on. We may assume that this is one extreme of a continuum, the other extreme being 
the Chomskyan ideal of a creative language user with an infallible memory and infinite 
processing power, with enough time to verbalize new ideas in an original way. 
 
Estimates as to the number of such larger lexical items differ widely, depending, among other 
things, on the definition used. Altenberg (1998) reports that his corpus of nearly half a 
million running words of spoken English contains over 200000 recurrent word-combinations. 
“A rough estimation indicates that over 80 per cent of the words in the corpus form part of a 
recurrent word-combination in one way or another.”  Jackendoff (1997) claims that “ [t]here 
are too many idioms and other fixed expressions for us to simply disregard them as 
phenomena ‘on the margin of language’ ”  whereas Kuiper (2004) quotes Mel’čuk suggesting 
“ that the phrasal lexicon is an order of magnitude larger than the one-word lexicon” . 
 
Linguistics is only beginning to appreciate the importance of prefabricated language pieces in 
everyday language usage, as traditional grammars and dictionaries traditionally deal for the 
greater part with written variants of the language (Miller and Weinert 1998). However, as 
larger and better corpora of spoken variants of languages are becoming available, new 
perspectives are opening to investigate them in a systematic way. 



 
There is a considerable tradition of trying to extract, in an automated way, collocations and 
other phraseological units from text corpora. Under the most general interpretation of the 
notion collocation, any two lexical elements occurring more often in each other’s 
neighborhood than chance predicts should be considered having a collocational relationship. 
From this perspective, text book combinations such as collect stamps and proud of qualify as 
collocations, but the same holds for have to and an apple (Van der Wouden 1997). 
 
Cases such as the latter two show the weakness of a purely quantitative approach to 
collocation. Still, for lack of a better one that can be operationalized, quantitative definitions 
of collocation are often used, especially in the automatic retrieval of such fixed 
combinations. 
 
Two popular strategies employed widely (Manning and Schütze 1999) in order to reduce the 
number of uninteresting combinations such as an apple and have to (uninteresting in the 
sense that they are either transparent or can be explained better by grammar) are “part of 
speech filters”  (e.g. Ross and Tukey (1975), Justeson and Katz (1995)) and “stop word lists”  
(e.g. Smadja and McKeown (1990)). 
 
- part of speech filters: only let through those syntactic structures that are likely to be 

‘phrases’ . 
- stop word lists: neglect certain words (usually high frequency function words) as parts of 

higher than chance bigrams and N-grams. 
 
However, it has been argued (van der Wouden 2001) that these strategies of excluding 
certain high frequency elements from the set of potential collocations are, although highly 
effective in some cases, not without its dangers in others. It was demonstrated there that, at 
least in Dutch, certain high frequency function words show all kinds of collocational effects. 
Part of speech filters and stop word lists in the usual sense effectively filter out these effects. 
 
In line with this tradition, we will concentrate in our paper on the collocational properties of 
the most frequent words in the Dutch part of the Spoken Dutch Corpus (CGN) (Oostdijk et 
al. 2002). It will be shown that these high frequency words, which are all function words, 
occur in fixed combinations far more often than chance predicts. Many combinations of high 
frequency words, be they frequently occurring or not, have developed special properties, 
either syntactic (specialization or grammaticalisation), phonological (special stress patterns 
(van der Wouden (2002), fossilized reduced pronunciations (Binnenpoorte et al. 2004)), 
semantic (cf. e.g. Hoeksema and Rullmann (2001)) or pragmatic (e.g. development into 
discourse markers). We briefly point at a few prominent examples of the latter here, 
restricting ourself to combinations involving ja ‘ yes’ , which is the most frequent word, 
occurring more than 190000 times in the ca. 5.7 M word Dutch subcorpus, or over 3%: 
 
• Although reduplication is not a productive process in Dutch, there exists a 

combination ja ja which is very frequent (over 70000 occurrences). Although there 
exist other usage possibilities, the combination is often used as a discourse marker or 
back channel, expressing something like ‘ I see, pray continue’ . In this case, it has a 
lexicalized intonation: a rising contour on the first ja, and a falling one on the second. 
(Incidentally, ja ja ja, ja ja ja ja, ja ja ja ja ja and even longer chains of ja's occur as 
well.)  



• There is also a frequent combination oh ja, built out of exclamatory oh (in isolation 
used to express a wide area of emotions such as delight, amasement, surprise, pain, 
fear, anger and impatience) and ja. The combination, occurring some 16000 time in 
the corpus, gives the speaker some time to prepare the continuation of his speech turn 
and, by filling the pause, it makes it more difficult for the conversation partner to take 
over. 

• The next combination worth mentioning is uh ja, consisting of the hesitation marker 
uh (fourth most frequent word, ca. 150000 occurrences) and ja ‘ yes’ . Uh ja appears to 
be a lexicalized discourse marker, signifying that the speaker wants to keep the floor.  

• Finally, there is the combination ja maar, which consists of ja ‘ yes’  and maar ‘but’  
(the thirteenth most frequent word in the corpus, ca. 80000 occurrences). Occurring 
more than 13000 times, this combination too can function as a discourse marker, in at 
least three different situations, in wich it can be paraphrased as 'oh I see', 'really?', and 
'to start a new topic', respectively. 

 
Many of the combinations exemplified above and their special, unpredictable properties have 
remained unnoticed (or at least undocumented) so far in the descriptive literature (grammars, 
dictionaries). As they are also of the highest important for language learners, our research is 
of potential relevance for grammarians, lexicographers and language teachers alike. 
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